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This research aims to identify and compare the effectiveness of Naïve Bayes 
and Support Vector Machine (SVM) algorithms in classifying ratings based 
on customer comments on the Lazada online shopping platform. The main 
issues identified include data uncertainty, model selection and optimization, as 
well as improving efficiency and scalability. Using a dataset of comments and 
reviews from Lazada, this study conducts an analysis using both algorithms to 
determine which is most effective in classifying comments into appropriate 
ratings. The research methodology includes data collection, text 
preprocessing, algorithm implementation, and evaluation using a confusion 
matrix to measure accuracy, precision, recall, and F-measure. This analysis is 
supported by data visualization using Python, allowing for in-depth 
interpretation and understanding of the results. The research findings show 
significant differences in the performance of both algorithms, with each having 
strengths in certain aspects of classification. The discussion in this study 
interprets these results to address the research questions formulated and 
demonstrates the practical application of machine learning theory in real-world 
data processing. This study concludes that both algorithms have significant 
potential in sentiment classification but require further adjustment and 
optimization to improve accuracy and efficiency. Recommendations for 
further research include the development of hybrid models or new approaches 
that can address the identified limitations, as well as exploration of more 
diverse datasets to test the scalability of the proposed solutions. 
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1. INTRODUCTION  

Technology is a means or system that provides comfort and convenience for humans. In this 
era, technological developments are increasingly experiencing very rapid developments. This 
is due to the diversity of people's needs which are supported by various types of technology 
and also the increasingly tight competition between technology providers. With the 
development of information technology, people can easily fulfill their daily needs 
Technological developments have shifted customer behavior from purchasing through offline 
shops to purchasing through online shops or via e-commerce. 
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Changes in people's behavior in e-commerce are a challenge for companies to be able to meet 
the needs and desires of their consumers. With the increasing types of E-Commerce, of course 
it will greatly influence the competitiveness between E-Commerce. This causes every 
businessman who joins E-Commerce to have their own way to increase consumer attraction 
to E-Commerce. Things that E-Commerce business people always pay attention to to increase 
consumer attraction are paying attention to the quality of service to consumers, using News 
Letters, always working on product upsells, doing advertising retargeting. However, it is not 
uncommon for consumers to doubt E-Commerce products because consumers cannot try or 
see directly the products or services of the E-Commerce Producer in question. 
The topic of this research is how to identify text or comments on online shops that will be 
analyzed and visualized so that they can be used as a rating value for the product being 
purchased. The process of identifying text in a database is called text mining. Text mining is 
the process of extracting high quality information from high quality information texts. Text 
mining aims to obtain useful information from a document 
The data set source is from Playstore with the search keyword Shopee using scraping. Accuracy 
measurements produce a confusion matrix for assessing precision and recall. It is on this basis 
that this research takes the title: "Analysis of Machine Learning Approaches to Predict Online 
Shopping Ratings in Online Shopping Applications Using the Naïve Bayes Algorithm and 
Support Vector Machine" 

2. RESEARCH METHOD  
In this research, in general, the stages that will be carried out to design an identification 

system start from collecting data, studying literature such as looking for related references, then 
carrying out system design with implementation testing, and finally testing system performance. 
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Following are the research stages in Figure 
 
  Research Methodology Stages 

Preprocessing Analysis 
Data preprocessing is an important step in carrying out classification analysis which aims to clean the 
data from elements that are not needed to speed up the classification process. below is a flowchart of 
the data preprocessing stages used which can be seen in Figure 
 
 
 
 
 
 
 
 

Preprocessing Stage Diagram 
3. RESULTS AND DISCUSSIONS  

This chapter explains the results of the research implementation. The initial stage of this research is 
data preprocessing, then continued with the data normalization stage with TF-IDF weighting. then 
classification is carried out using Support Vector Machine and Naive Bayes. This chapter will describe 
how to present data and explain it clearly and regularly. 
3.1.  Sub section 1 

Research data was taken from the Lazada platform site which was taken from Playstore as 
many as 1044 comment and rating data. Then the data is collected and saved in a CSV file with the 
notepad++ editor application. This research data can be accessed at the following link: 
https://bit.ly/3hgMMwN 
 So that the data classification and visualization process can be processed first, the Research 
Dataset which is in CSV form is uploaded to Google Colab, See Figure 

 
 

Start 
Tokenizing Case Folding Stemming 

Filtering Labelling Stop 
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To call a research dataset, type "datasetlazada.csv", use the pseudocode: 
#1.2. Import file data.csv 
data = pd.read_csv('datasetlazada.csv',encoding='latin-1') 
Apart from processing data for classification, this research will also display the results of data 
visualization in order to get an overview of the data to be processed. What will be displayed in the data 
visualization is as follows: 

1. Displays the dataset histogram data program. 
data_bersih_01['length']=data_bersih_01['hasil_akhir'].apply(len) 
data_bersih_01['length'].plot(bins=50,kind='hist') 
data_bersih_01[['Komentar_clean','length']].head() 

2. Program to display terms/words that frequently appear in the dataset using the WorldCloud 
library. 
# grab the sentence and show it 
kalimat = data_bersih_01['hasil_akhir'].tolist() 
 
 
Labeling is the process of determining the sentiment in comment data into Positive, Neutral 
and Negative. In this research, the labeling process uses comment data from consumers along 
with the ratings that have been given. After labeling, the data processing is then continued to 
obtain classification results. An example of labeling can be seen in Figure: 

 
Labels based on Ratings and Comment Data 
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The program used to obtain labeling results is as follows: 
data.Rating.value_counts() 

def classes_def(x): 
     if x ==  5: 
        return 1 
      elif x == 4: 
         return 0 
      elif x == 3: 
          return 0 
       elif x ==  2: 
          return -1 
       else: 
          return -1 
data['class']=data['Rating'].apply(lambda x:classes_def(x)) 
print("Bagus: ", data[data['class'] == 1].shape) 
print("Netral: ", data[data['class'] == 0].shape) 
print("Kurang Bagus: ", data[data['class'] == -1].shape) 
So we get the following output: 
 Good : (696, 4) 
 Neutral : (220, 4) 
 Not Good : (129, 4) 
So we get some data that already has labels which can be seen in the table: 

ID User Komentar Label 
1 Bagus mantap dah sesuai pesanan   Bagus  
2 Baru 10 bulan layarnya  dah bergaris Tidak Bagus 
3 Pengiriman super lama.. tapi datang juga sich Netral 
4 Pengirim barang tidak sesuai janji Tidak Bagus 
5 Imut belum sempat dicoba  Bagus 
6 Barang sesuai gambar dan berfungsi dengan baik Bagus 

 
 
3.2.  Sub section 2 

The data that has been taken, which is already in the form of a CSV file, needs to be imported 
and displayed on the system. In the previous chapter, we discussed how to import the file into the 
system. Figure 5.1 is a display of a system that successfully displays research data: 
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Results of Research Data Display in the System 

  
Stopword Term Display 

 
Research Dataset Histogram 
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Wordcloud Research Dataset 
 

The results of the Naïve Bayes confusion matrix analysis can be seen in Figure: 

 
Naive Bayes Confusion Matrix Diagram 

 
The results of the SVM confusion matrix analysis can be seen in Figure: 

 
Analisis Cofusion Matrix 

System Testing 
System testing to check the results of the classification system that has been built using the Naïve 
Bayes Algorithm and SVM. The classification results are in the form of a report containing the program 
running time, Precision, Recall and F1-score and Support values. Then a comparison was carried out 
between the Naïve Bayes Algorithm and Support Vector Machine (SVM) to get the best accuracy value. 
Table V.1 is the result of system testing. 
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System Testing Results Using Naive Bayes and SVM 
 Precision Recall Accuracy Waktu (detik) 
Naive Bayes 0.64 0,69 0,65 0.0274522304 
Support Vector Machine 0,69 0,71 0,70 1. 14799261 

After classification, the best accuracy value was obtained by SVM, but the speed of the Naive Bayes 
system was superior to SVM. 
Table V.2 displays a comparison between the 3 algorithms. 

Comparison of the Accuracy of Each Algorithm 
Data Algoritma Akurasi 
Data Latih Naïve Bayes 0,81 

SVM 0,91 
Data Uji Naïve Bayes 0,68 

SVM 0,71 
 
The accuracy value obtained is not very large because it is possible that there is still noise in the dataset 
which results in the process of calculating the percentage accuracy value not being very good. On the 
training data, the highest level of accuracy was demonstrated by the SVM algorithm. 
 

4. CONCLUSION  
The research conclusions based on the results of comment data processing and ratings on the system 
are as follows: 
1. The dataset used in this research is 1044 comments resulting from reviews on the Lazada online 
shopping application along with ratings. The research only carries out a classification process based 
on datasets that have been previously input, not to display the classification results of newly input 
data. 
2. Based on the implementation and testing that has been carried out, the Naïve Bayes and SVM 
algorithms can be applied in carrying out the classification process for comments on online shops 
that have been tested for classification on Lazada. 
3. Classification using the Support Vector Machine (SVM) algorithm is proven to be better than the 
Naïve Bayes algorithm based on the accuracy value of the SVM algorithm being 71.42% higher than 
the Naïve Bayes algorithm which only produces 69%. 
  
4. In terms of classification processing time in the system, the Naïve Bayes algorithm provides the 
best processing speed with a processing time of 0.02745223045349121 seconds compared to the SVM 
algorithm of 4.1479926109313965 
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