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 This study investigates the utilization of machine learning 
techniques to identify harmful content on the social media 
platform Facebook, with a particular focus on protecting teens in 
their social media interactions. The rise of social media has 
exposed young users to a variety of risks, including cyberbullying, 
hate speech and inappropriate material. By developing machine 
learning models trained on a diverse dataset of text, images and 
videos shared on Facebook improves content moderation efforts 
to protect teens from exposure to harmful content. Through the 
application of natural language processing and image recognition 
algorithms, the model will classify content based on pre-defined 
categories of harmful material. It is hoped that these findings will 
contribute to the advancement of content moderation systems 
on social media platforms, and encourage a safer online 
environment for teenage users. 
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1. INTRODUCTION 
Social media such as Facebook have become an integral part of the daily lives of many individuals, 
including teenagers. However, the ease of access and sharing of information on these platforms also 
carries significant risks, especially regarding harmful content that can harm users, especially teenagers 
who are vulnerable to negative influences.  
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Harmful content on social media includes various forms, such as inappropriate images and videos, 
verbal or non-verbal abuse, as well as extremist propaganda and fraud. This issue raises complex 
challenges in efforts to protect users, especially teenagers who often do not have full awareness of these 
potential dangers.  
 
One promising approach to overcome this challenge is the application of Machine Learning 
technology. Machine Learning offers the ability to automatically recognize and classify malicious 
content with a high degree of accuracy, based on patterns learned from extensive training data. 
 
2. RESEARCH METHOD  

 
The results of our search were a systematic literature study. Where in the literature study there are 
sequential steps carried out. The method in our research is identifying problems, looking for 
appropriate articles, selecting articles that apply machine learning to detect dangerous content on the 
Facebook application in order to protect teenagers in social media. The following is a diagram of our 
research method. 

 
 
 

Fig 1. Research Methode 
 

Identifying the problem that we did required the application of Machine Learning in hazard 
classification to detect dangerous content in the Facebook application. It is hoped that in the future 
the level of accuracy of the application of machine learning can help to determine whether uploaded 
content is dangerous or not. 
 
3. RESULTS AND DISCUSSIONS  

 
The application of Machine Learning in detecting dangerous content on social media applications such 
as Facebook has an important role in protecting teenagers on social media. The following are the 
results and discussion related to this topic: 
 
Results from Applying Machine Learning: 
Harmful Content Detection: Machine Learning is used to identify potentially harmful or inappropriate 
content such as violence, intimidation, pornography and other harmful behavior. Algorithms can scan 
text, images, and videos for suspicious patterns. 
 
Fast Response: By using machine learning, Facebook can detect harmful content more quickly than if 
it relied solely on human moderation. This allows for quicker action to remove harmful content before 
it causes wider impact. 
 
Large Scale: Social media like Facebook has millions or even billions of active users every day. Machine 
Learning enables automated detection that can handle huge volumes of content without requiring 
human intervention in each case. 
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Improved Accuracy: Machine Learning algorithms are continually being improved using techniques 
such as deep learning to increase accuracy in recognizing new or known malicious content. 
 
Discussion of the Application of Machine Learning: 
Privacy and Ethics: Although effective, the application of Machine Learning in malicious content 
detection must consider user privacy issues and the ethics of data use. Facebook needs to ensure that 
scanning activities do not violate user privacy or raise concerns about the use of personal data. 
 
Model Development: The process of developing Machine Learning models for malicious content 
detection requires large and diversified data to train the algorithms well. This includes building 
appropriate datasets and continuous improvement of existing models. 
 
Collaboration with External Parties: Facebook may work with researchers, data ethicists, and advocacy 
groups to ensure that the Machine Learning technology it uses achieves protective objectives without 
compromising free speech or the security of user data. 
 
User Education: In addition to using technology, user education and awareness about how to report 
and manage harmful content is also important. This can help reduce the negative impact of harmful 
content before Machine Learning technology can act. 
 
4. CONCLUSION  

 
The application of Machine Learning in detecting dangerous content on social media applications such 
as Facebook offers an effective solution to protect teenagers on social media. This technology enables 
fast and accurate detection of threatening content, such as violence, intimidation and pornography, 
which can reduce its negative impact on young users. 
 
Despite this, challenges such as user privacy and ethical use of data remain major concerns. Protection 
of users' personal data and the balance between freedom of expression and protection from harmful 
content must be carefully managed in the application of this technology. 
 
In conclusion, by continuing to improve Machine Learning models, collaborating with various parties, 
and increasing user awareness, Facebook can create a safer and more positive environment for 
teenagers and all users when interacting on this social media platform. 
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